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Abstract of the contribution: It is proposed to clarify in the description of the solution: a) that TAs for satellite networks in Solution#9 shall be considered as TAs defined for terrestrial networks; b) that a fixed TA of a distributed gNB is served by a single NGSO satellite at a time; c) the fashion in which a static TA is realized. 
1. Discussion

3GPP TS 22.201 assumes that a PLMN is defined within the border of a country, and it is understood that TAs are designed by the operator of such a PLMN, i.e. to fall within the perimeter of this PLMN. Therefore the assumption that a TA would fall within multiple regulatory domains would not apply. 

It is assumed in Solution 9 that the definition of TAs is the same one as defined with respect to 3GPP TS 22.201. Therefore it is proposed that a sentence be added at the beginning of the TR indicating that it is assumed that satellite networks are designed as terrestrial ones when dealing with service accessibility in the scope of Solution#9.

As for Solution 1, this could involve the use of a UE position determination when beams are larger than cells.

The corresponding existing ENs in Solution 9 would also be removed, namely:
Editor's note: Handling of UEs in border situations between TAs is FFS.
Editor's note: In-scope details about the mechanism for handling multiple (possibly overlapping) TAs are FFS.

Editor's note: In-scope details about regulatory aspects (such as emergency calls and LI) for TAs that span multiple regulatory domains are FFS.
-----

Solution#9 describes a concept where a UE perceives an NGSO satellite constellation as a single gNB which is called a distributed gNB. A distributed gNB covers an Earth fixed tracking area (TA). The satellite constellation supports multiple distributed gNBs (and the corresponding distinct fixed TAs) in a virtualized way.  
A fixed TA of a distributed gNB could be covered following two possible approaches, namely:

1) One satellite at a time covers a fixed TA: A fixed TA is served by the satellite being the closest to that particular TA (i.e. the one that provides the best signal quality). 
Discussion: This distributed gNB scenario can exploit terrestrial network TA procedures. Accordingly, no changes in procedures nor functionality of (distributed) gNB and UE are required.

2) Two or more satellites simultaneously serve a fixed TA: This approach assumes that beams originating from multiple satellites located in the vicinity of the TA could jointly cover the fixed TA. 
Discussion: A gNB broadcasts system information (e.g. delay, Doppler) to a UE. If one gNB would be created by multiple satellites simultaneously the broadcasted system information would need to contain several latency and Doppler values. The UE would have to handle these multiple values depending on the relative satellite-UE position and velocities. To achieve this adaptation of system information content and UE processing would need to be adapted. 
The following is proposed: a) Solution#9 supports only creation of a fixed TA by means of one satellite at a time. b) To avoid changes in existing protocols and system architecture we propose not to proceed with the approach in which multiple satellites simultaneously serve a fixed TA. Accordingly the corresponding ENs in Solution#9 would be removed, in particular: 

Editor's note: While covering a given TA with a single satellite at a time is feasible, the feasibility of covering a given TA by multiple beams created by several different satellites without UE impact is FFS.
Editor's note: In-scope details about the mechanism via which the distributed gNB realizes stationary TAs for a constellation of moving satellites with multiple moving beams are FFS.
-----

Possible implementation examples are incorporated in the Solution description in order to clarify how fixed TAs could be realized by means of NGSO satellite constellation.
It is proposed to add explanation that implementation of the procedures/interfaces within a distributed gNB fall out of scope of 3GPP, in particular: “The NGSO constellation is of a single satellite operator and a single vendor who are capable of creating stationary TAs using beamforming and beamsteering techniques as well as the knowledge of ephemeris and satellite positions at each time instant. Therefore there is no need for a 3GPP standardized interface between the satellites of the constellation;”  
These adaptations address the following EN that can accordingly be removed: 
Editor's note: Some details of the solution are out-of-scope of 3GPP, whereas other details of the solution need further specification; which details are out-of-scope and which details need further specification.
----
The examples in Solution#9 on how fixed TAs could be accomplished illustrate various possible gNB CU-DU-like (a non-3GPP implementation that has a 3GPP functionality) split implementations. This raises the question whether mobility of CU-like and DU-like nodes could result in discontinuity of F1-like interface.
The proposed solution might experience extra delay in cases when ISLs are used. This, however, does not have impact on the usability of the solution as all delays are known and could be kept constant and where needed corrected for. In case multiple ISLs are used delays would be higher compared to the case when no ISL(s) are used. Consequently this might result in QoS limitation. This situation is covered by Solution#2 and Solution#3 of 23.737.  

The following explanation is added to the solution to address above listed aspects:   
“The fact that the position of each satellite is known/predictable as function of time facilitates the management of the CU-DU-like split for solutions where CU-like node dynamically changes its physical location. On the implementation side, each segment of the network would maintain a constant delay (this is predictable), thereby maintaining a total constant delay, and thus avoiding any disruption of the delay (e.g. on F1-like interface due to mobility of CU-like and DU-like nodes within the distributed gNB). Usage of ISLs might increase the overall delay and consequently introduce RAN QoS limitations. Handling of such a situation is described in Solution#2 and Solution#3.”
Accordingly, it is proposed to remove the following EN: 
Editor's note: Due to the potentially extra delay caused by ISL signalling, there may be a need for a new RAT (sub)type;the need and usage of the new RAT (sub)types is FFS.
-----
General RAN aspects applicable to this solution and described in 38.821 are listed in section “Impacts on existing nodes”. Accordingly, the following EN is removed:

Editor's note: The update of the document will point to more specific clauses of TR 38.821 [7] to explain how the proposed solution is supported by elements studied by RAN groups.

2. Proposed changes

	*** Start of change ***


6.9
Solution #9: Distributed gNB for NGSO satellites

6.9.1
Description

This solution applies to Key Issue #2 - "Mobility Management with moving satellite coverage areas" and Key Issue #6 - "RAN mobility with NGSO regenerative-based satellite access" .

Consider a satellite network with a constellation of NGSO satellites. Since this is an NGSO constellation the satellites will be moving with respect to Earth and the UEs using this satellite access will be connected to different satellites over time. If each of the (moving) satellites has its own (moving) TA, the mobility of the satellites will be equivalent to the mobility of the UEs and hence a solution needs to be found for handling this (mass) mobility. 
In this solution, it is assumed that satellite networks are designed as terrestrial ones when dealing with service accessibility (see 3GPP TS 22.201).

This solution is taking the following approach to the situation: it assumes that from the point of view of a UE the constellation (satellites(s) and ground station) acts as a single gNB, which is called a distributed gNB which has a single TA which is stationary (as far as the UEs are concerned). The solution assumes that the NGSO satellite constellation and ground stations can support multiple distributed gNBs and the corresponding distinct stationary TAs. The distributed gNB will consist of:

-
NGSO satellites covering a certain area of the earth (and their - stationary - TA). The NGSO constellation is of a single satellite operator and a single vendor who are capable of realizing stationary TAs using beamforming and beamsteering techniques as well as the knowledge of ephemeris and satellite positions at each time instant. Therefore there is no need for a 3GPP standardized interface between the satellites of the constellation;

-
the Inter-Satellite Links (ISL) between the NGSO satellites;

-
a Ground Station;

-
the feeder link between the Ground Station and (one or more of) the NGSO satellites.

The concept of the distributed gNB is illustrated in Figure 6.9.1-1. The solution assumes that within one TA a single CellID is broadcasted.
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Figure 6.9.1-1: Distributed gNB with stationary Tracking Area TA1

The key point of the proposed solution is that a distributed gNB is characterized with a non-3GPP implementation that provides 3GPP functionality. The distributed gNB is connected to 5G Core Network (in particular to one or more AMFs, and to one or more UPFs) over the standard N2 and N3 interfaces and the UEs connect via the N1 interface over the distributed gNB to an AMF, and the UE will have an NR interface to the distributed gNB. From the point of view of the UEs and from the point of view of the 5G Core Network the distributed character of the gNB will not be visible: the distributed gNB is a purely NGSO satellite solution.

Note that the satellite constellation is moving with respect to the earth so any (stationary) UE will be connecting to different satellites depending on their vicinity to the UE. In this solution it is assumed that the beams that the NGSO satellites project in order to serve a stationary TA are moving depending on the location of the satellites. Once a satellite is out of reach it will switch off the beam related to the given TA, and once (another) satellite becomes in reach it will switch on the beam for this TA. Each satellite may have multiple beams so it may project multiple (disjunct) TAs. Satellites that are out of reach of a ground station could make use of Inter Satellite links in order to connect (indirectly) to the ground station. In case a UE moves from one to another static TA a tracking area update will occur.
This solution further assumes that, if this is possible, each of the beams (from different satellites) that are related to the same TA are using the same radio characteristics, i.e. the same radio frequencies, the same cell information, the same SIB, etc. This implies that the UE will not be aware of which satellite it is connected to.



The solution also assumes that a single NGSO satellite constellation with its Ground Stations can support multiple distributed gNBs, so each satellite and also the Ground Station will support the distributed gNBs in a virtualized way. This virtualization is not visible to UEs and the 5G Core Network. Two distributed gNBs implemented in the same set of NGSO satellite may make use of  different Ground Stations, so e.g. the first distributed gNB will be supported by the first Ground Station and the second distributed gNB will be supported by the second Ground Station. However both distributed gNBs may be supported by the same set of satellites.
The solution assumes that the point at which the contact between the distributed gNB and the Core Network is established is kept fixed. The 5G Core Network can see multiple distributed gNBs via the same physical Ground Station. In case one Ground Station (‘master’) experiences unfavourable radio propagation conditions (e.g. rain, clouds, etc.) the distributed gNB can be ‘reconfigured’ to make use of another Ground Station (‘slave’).



In the proposed solution moving NGSO satellites cover a static TA. To achieve this following splits of non-3GPP CU-DU-like nodes (acting similar to 3GPP gNB CU and DU nodes) could be used within the distributed gNB. Note that a distributed gNB is implemented by a satellite operator/vendor and is out of scope of 3GPP. The following examples illustrate possible implementations and are not exhaustive: 

1) CU-like node located in the NGSO constellation 

a. The CU-like node is located in the satellite currently flying over a static TA and being the closest to the TA (i.e. the one that provides the best signal quality). The CU-like node controls/coordinates the DU-like nodes that are in the line-of-sight with the TA. As the satellite with the CU-like node moves away from the observed TA the CU-like functionality and the corresponding contexts are taken over by another satellite above the TA. The CU-like node can be assigned a virtual IP such that the 5G Core always see the same IP even when the CU-like node switches from one satellite to another. 
b. A CU-like node is distributed over all satellites of the NGSO constellation. Here, the CU-like functionality can be fulfilled by any satellite in the constellation and is optimized to best meet the requirements of the distributed gNB of interest. The existence of optical inter satellite links facilitate the usage of distributed CU-like nodes. 
2) CU-like node is located at Ground Station. This approach accounts for a static/fixed location of the CU-like node. In this case the latency between the CU-like and DU-like nodes might be larger compared to the case where CU-like node is located in the constellation.

The fact that the position of each satellite is known/predictable as function of time facilitates the management of the CU-DU-like split for solutions where CU-like node dynamically changes its physical location. On the implementation side, each segment of the network would maintain a constant delay (this is predictable), thereby maintaining a total constant delay, and thus avoiding any disruption of the delay (e.g. on F1-like interface due to mobility of CU-like and DU-like nodes within the distributed gNB). Usage of ISLs might increase the overall delay and consequently introduce RAN QoS limitations. Handling of such a situation is described in Solution#2 and Solution#3.
The above examples of the CU-DU-like split can also be used to coordinate the process in which a satellite initially serves one TA and subsequently, due to movement of the satellite, serves a neighbouring TA. The examples are not exhaustive and leave the possibility for vendors/operators do implement their own solutions without the need to cover them in 3GPP standardization.
6.9.2
Procedures

The solution does not require new or changed procedures in either UE or 5G Core Network.

The solution does not require changes in the functionality and or procedures of the 3GPP gNB concept.

The solution does require the NGSO satellite constellation (including the associated Ground Stations) to implement the distributed gNB concept, but this implementation is out-of-scope of 3GPP.


6.9.3
Impacts on existing nodes and functionality

This solution does not impact existing 3GPP nodes and functionality.

The general RAN aspects applicable to this solution are described in TR 38.821 [7] as follows:

-
Doppler compensation is described in clause 6;

-
Timing advance management is described in clause 6 and clause 7;

-
Tracking area management, Registration Update and Paging Handling, and Connected Mode Mobility are described in clause 8.


	*** End of change ***
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